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Abstract

Biomedical text mining plays a crucial role in extracting valu-
able information from the growing volume of biomedical lit-
erature. However, applying general NLP advancements di-
rectly to biomedical text often results in suboptimal perfor-
mance due to domain-specific challenges. This study explores
the effectiveness of advanced graph-based approaches and
pre-trained language models in addressing these challenges,
with a focus on thyroid disease analysis.
We propose a novel framework combining Named Entity
Recognition (NER) and relation extraction techniques with
a knowledge graph powered by Graph Attention Networks
(GATs). The framework effectively identifies key medical
entities and relationships while enhancing the complete-
ness of the knowledge graph through link prediction tech-
niques. Leveraging domain-specific embeddings generated
by BioBERT, the proposed method demonstrated significant
improvements in capturing complex medical relationships
compared to baseline models.
Our experiments highlight the model’s superiority in accu-
racy and robustness, with a detailed case study illustrating its
practical utility in identifying nuanced medical connections.
This work underscores the potential of integrating GNNs and
pre-trained models to advance medical text mining and deci-
sion support systems.

Introduction
With the rapid advancement of biomedical research, the
volume of biomedical literature is experiencing explosive
growth. These literatures contain a wealth of valuable infor-
mation about new discoveries and insights, which are cru-
cial for advancing medical progress and improving patient
care. However, due to the unstructured nature of this textual
data, extracting useful information from it poses significant
challenges. Against this backdrop, biomedical text mining
has become increasingly important, aiming to automatically
identify and extract key information such as disease names,
medications, genes, and proteins from the literature.

Named Entity Recognition (NER) is a core task in
biomedical text mining, involving the identification and
classification of specific entities within text, such as per-
sonal names, locations, organizations, and domain-specific
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terminology. The development of NER techniques has far-
reaching implications for information retrieval, clinical de-
cision support systems, drug discovery, disease monitoring,
and more. Traditional NER methods, such as rule-based sys-
tems and classical machine learning models, have achieved
certain successes within their respective domains. However,
they often fall short when dealing with the complexity and
specificity of biomedical text(Ahmad, Shah, and Lee 2023).

In recent years, the advent of deep learning techniques, es-
pecially pre-trained language models, has significantly im-
proved the performance of NER tasks. BioBERT, a pre-
trained model specifically designed for the biomedical do-
main, has demonstrated substantial improvements in under-
standing and entity recognition in biomedical text by pre-
training on large-scale biomedical corpora (Lee et al. 2020).
BioBERT has shown superior performance in a variety of
biomedical text mining tasks, including biomedical named
entity recognition, relation extraction, and question answer-
ing(Lee et al. 2020).

Thyroid diseases, as a common category of endocrine sys-
tem disorders, are of great importance for enhancing the
quality of life of patients. However, due to the vast number
of thyroid disease-related biomedical literatures and the spe-
cialized terminology involved, traditional NER methods of-
ten fail to deliver satisfactory results. Therefore, developing
and applying more advanced NER technologies, especially
pre-trained models like BioBERT, is of significant impor-
tance for improving the efficiency and accuracy of informa-
tion extraction in thyroid disease-related literature.

This study aims to explore the efficacy of using the
BioBERT pre-trained model for entity extraction in texts re-
lated to thyroid diseases. We believe that by leveraging the
capabilities of BioBERT, we can more accurately identify
disease-related entities in the text, thereby providing a richer
information resource for the research and clinical applica-
tion of thyroid diseases.

Related Work
Named entity recognition (NER) is a cornerstone task within
the field of natural language processing (NLP), particularly
significant in the biomedical domain due to its potential to
enhance clinical decision support systems and real-world
medical research. The historical progression of NER has
seen a shift from rule-based and dictionary-based methods,



which are limited by the need for extensive expert knowl-
edge and scalability issues, to statistical machine learning
approaches. More contemporary methods have embraced
deep learning, which has demonstrated an exceptional abil-
ity to generalize and extract features from large datasets.

Deep neural networks (DNNs), and more specifically,
recurrent neural networks (RNNs) such as bidirectional
long short-term memory (BiLSTM) networks, have become
prevalent due to their efficacy in capturing sequential depen-
dencies within text. The synergy between BiLSTM and con-
ditional random fields (CRFs) has emerged as a dominant
model in NER, effectively addressing both local context fea-
tures and the sequential constraints of label predictions(Fu
et al. 2024).

The incorporation of deep learning has led to the explo-
ration of various network architectures and enhancements.
Collobert et al. (2011) were pioneers in applying deep learn-
ing to NER across multiple information extraction tasks,
showcasing the potential of neural networks in feature learn-
ing. Socher (2012) introduced the MV-RNN model, harness-
ing word vectors to understand the relationships between
words, thus advancing the field of NER. Attention mech-
anisms have since been integrated into neural networks to
focus on local context, further improving feature extraction
for NER.

In the context of biomedical NER, the complexity of med-
ical texts, replete with nested entities, abbreviations, and
ambiguous terms, presents unique challenges. To overcome
these, researchers have proposed models that capitalize on
domain-specific knowledge and advanced neural network
architectures. Gao et al. (2019) proposed an attention-based
ID-CNNs-CRF model to enhance NER performance by
combining word-order features with local context. Chowd-
hury (2018) developed a multi-task RNN model aimed at
extracting medical entities from Chinese electronic medical
records, demonstrating the applicability of deep learning in
cross-linguistic NER tasks(Lai and Jie 2023).

The introduction of pre-trained language models, such
as BERT, has marked a significant advancement in NER
by providing deep contextualized word representations.
BERT’s capacity to capture bidirectional context has been
highly beneficial for NER tasks. Subsequent models have
integrated BERT with other neural network architectures,
like BiLSTM and CRF, to further bolster NER performance.
Mou (2022) designed a medical encoding transformer that
leverages BERT for semantic enhancement in named entity
recognition, showcasing the integration of pre-trained mod-
els with advanced neural network architectures for improved
NER.

Despite these advancements, accurately recognizing en-
tities in electronic medical records (EMRs) remains chal-
lenging, often due to the intricacy of language structure and
the scarcity of large-scale annotated datasets. To enhance
NER accuracy, researchers have investigated data augmen-
tation techniques and model fusion strategies. For instance,
a method proposed by Xuewei Lai et al. (2023) combines
BERT’s semantic enhancement with BiLSTM and CRF to
address the lack of local context features and improve entity
recognition accuracy(Wang et al. 2023).

Researchers like Zhu et al. (2017) have explored online
medical prediagnosis frameworks with high efficiency and
privacy protection, utilizing nonlinear kernel SVMs, while
Wang et al. (2018) focused on memory mechanisms and pro-
posed gradient-based learning algorithms to address classifi-
cation tasks.(Liu et al. 2021) These works highlight the mul-
tifaceted approach towards enhancing NER in the medical
domain.

In summary, the related work in NER encompasses a
spectrum of approaches, from traditional machine learn-
ing to state-of-the-art deep learning models. There is a
pronounced trend towards integrating pre-trained language
models like BERT with neural network architectures to en-
hance feature extraction and improve recognition accuracy
within the biomedical domain. The continuous evolution of
NER models, as evidenced by the works of Collobert et
al. (2011), Socher (2012), Gao et al. (2019), Chowdhury
(2018), and Mou (2022), reflects the dynamic nature of the
field and the ongoing pursuit of more accurate and context-
aware NER solutions.

Methodology
We will construct a medical knowledge graph specifically
focused on thyroid cancer and utilize link prediction tech-
niques to identify and fill in the missing relationships within
the graph.This entails extracting relevant entities and rela-
tionships from a vast corpus of medical literature, analyzing
and inferring potential connections between entities using
advanced graph neural network models, thereby enhancing
the completeness and accuracy of the knowledge graph. The
knowledge graph is designed to support research and clinical
decision-making in the field of thyroid cancer by revealing
complex relationships between disease symptoms, treatment
methods, and research findings, providing medical profes-
sionals with a powerful data-driven tool.

Data Collection and Preprocessing
The construction of a knowledge graph for thyroid cancer
is impeded by the absence of a comprehensive, pre-existing
dataset that encompasses the breadth of information related
to thyroid diseases and, more specifically, thyroid cancer.
This gap in data availability underscores the necessity of
developing a custom dataset tailored to the intricate require-
ments of knowledge graph construction. The dataset must be
rich in detail, covering a wide array of aspects such as dis-
ease symptoms, treatment modalities, and the latest research
findings to ensure its utility in both research and clinical ap-
plications.

Data Collection: The cornerstone of our dataset is the
meticulous collection of textual data from reputable med-
ical sources. To assemble a robust corpus that serves as a
solid foundation for our knowledge graph, we have adopted
a strategic approach to data collection. Our focus is on
scholarly articles that are directly pertinent to thyroid dis-
eases, with a particular emphasis on thyroid cancer. The key-
word ”Thyroid cancer” has been identified as the primary
search term to guide our collection efforts. We have cho-
sen PubMed, a premier database of biomedical literature, as



our primary source of articles. Our collection strategy is to
extract the 1,000 most-cited articles on thyroid cancer from
PubMed, as these articles are likely to contain seminal re-
search and widely accepted findings. These texts will not
only provide a comprehensive overview of the disease but
also offer insights into various symptoms, treatment strate-
gies, and significant research breakthroughs, thereby form-
ing the backbone of our knowledge graph.

Text Preprocessing: Once the textual data has been col-
lected, the next critical phase is text preprocessing. This step
is indispensable for preparing the data for subsequent anal-
ysis and knowledge graph construction. The preprocessing
involves several sub-steps, each designed to refine the data
and enhance its quality. Initially, we will remove any irrel-
evant content that does not contribute to the understanding
of thyroid cancer. This may include extraneous information,
redundant text, or sections that are not pertinent to our study.
Following this, we will tokenize the text, breaking it down
into its constituent parts such as words, phrases, or sym-
bols. This process facilitates the identification and extraction
of key entities and relationships within the text(Xue et al.
2019). Additionally, we will standardize medical terminolo-
gies to ensure consistency across the dataset. Medical lan-
guage is often complex and varied, with different terms used
interchangeably. Standardization is crucial to avoid ambigu-
ity and to ensure that the entities extracted are both accurate
and consistent. This preprocessing step is fundamental to the
integrity of our knowledge graph, as it directly impacts the
quality and reliability of the information it contains.

Named Entity Recognition Task
In the realm of medical text analysis, the Named Entity
Recognition (NER) task is pivotal for identifying and cat-
egorizing key medical entities such as diseases, drugs, and
symptoms. This task is essential for constructing a compre-
hensive and accurate knowledge graph that can aid in medi-
cal research and clinical decision-making.

NER Model Selection: For the identification of key med-
ical entities, we have chosen to employ the Llama 3.1-8b-
Instruct model in conjunction with GraphRAG(Edge et al.
2024). GraphRAG, developed by Microsoft, is an innovative
technique designed to enhance RAG (retrieval-augmented
generation) systems. It leverages knowledge graphs to con-
textualize and improve the information retrieval process.
GraphRAG addresses the challenges faced by traditional
RAG systems in handling complex queries and multi-hop
reasoning by integrating a knowledge graph memory struc-
ture. This integration allows for more accurate and contextu-
ally relevant information retrieval, making it an ideal choice
for our NER task.

Entity and Relationship Extraction: Following the
identification of entities, the next step is to extract rela-
tionships from the text, such as ”Disease-Symptom” or
”Drug-Treatment”. This involves a detailed annotation pro-
cess where entities are categorized into different classes, in-
cluding ”Disease”, ”Drug”, ”Event”, and others. These an-
notations are crucial for building a knowledge graph that
accurately represents the interconnections between various
medical entities(Dong et al. 2014). The extraction process

will involve sophisticated natural language processing tech-
niques to ensure that the relationships are accurately cap-
tured and represented.

Visualization: To make the complex structure of the
knowledge graph more accessible and understandable, we
will employ graph-based visualization tools. These tools
will help us to visually represent the knowledge graph, offer-
ing insights into the interrelationships between various med-
ical entities(Suchanek, Kasneci, and Weikum 2007). Visual-
ization is a powerful method to communicate the structure
and significance of the relationships within the graph, mak-
ing it easier for researchers and clinicians to interpret and
utilize the information.

The outcome of this process will be a foundational NER
and RE (relation extraction) result that is meticulously anno-
tated. The annotations will include categories such as ”Dis-
ease”, ”Drug”, ”Event”, and more.

By following this expanded approach, we aim to create
a robust and informative knowledge graph that can signifi-
cantly contribute to the field of medical research and prac-
tice.

Graph Construction and Link Prediction
Word Embeddings: In the realm of graph construction, in-
corporating semantic understanding is crucial for capturing
the essence of relationships within the graph. To achieve
this, we will utilize BioBERT(Lee et al. 2020), a domain-
specific pre-trained language model that has been fine-tuned
for biomedical text. BioBERT’s capabilities in generating
word embeddings will be harnessed to infuse our graph with
a deeper semantic comprehension. These embeddings will
serve as the foundation for understanding the nuanced re-
lationships between medical terms, thereby enhancing the
graph’s ability to represent complex medical concepts accu-
rately.

Link Prediction Model: A pivotal aspect of graph con-
struction is the prediction of missing relationships between
entities, which can significantly enhance the graph’s com-
pleteness and utility. To address this, we will develop and
implement a sophisticated link prediction model. For com-
parison purposes, we will use StellarGraph as a base-
line(Data61 2018). StellarGraph, a library designed for
graph machine learning, provides a standard approach to
link prediction.

Comparison with GAT Model: After establishing the
baseline using StellarGraph, the next step will be to com-
pare its performance with that of a Graph Attention Net-
work (GAT) model(Velickovic et al. 2017). GAT models
have gained recognition for their attention-based mecha-
nisms, which are particularly adept at handling complex
graph structures. By incorporating attention mechanisms,
GAT models can prioritize certain relationships over others,
leading to more accurate and efficient link predictions. This
comparison will be crucial in evaluating the effectiveness
of different graph neural network architectures in the con-
text of medical knowledge graph construction. We antici-
pate that the GAT model will offer significant improvements
in performance, particularly in scenarios where the graph’s



structure is intricate and the relationships between entities
are multifaceted.

Graph Neural Network (GNN) Construction
We will utilize a GAT (Graph Attention Network) for the fi-
nal knowledge graph construction. This model, particularly
suited for relational data like knowledge graphs, will allow
us to leverage attention mechanisms to capture the most rel-
evant relationships between entities. GATs are a variation of
Graph Convolutional Networks (GCNs) that incorporate the
concept of attention mechanisms, allowing nodes to focus
on the characteristics of their neighborhoods without having
to perform an expensive matrix operation (like inversion) or
rely on prior knowledge of the graph’s structure.The follow-
ing pseudocode outlines the core components of the GNN
architecture and its training process:

Algorithm 1: GNN Architecture and Training Process
Input: Input features x, edge indices edge index, training

data train loader
Output: Trained GNN model, loss history

1 Class GNN:
Initialize: Define 3 GATConv layers with specified in-
put/output dimensions; define a dropout layer;
Forward: Apply GATConv layer 1 → ReLU → dropout
→ GATConv layer 2 → ReLU → dropout → GATConv
layer 3→ output

2 Class Classifier:
Forward: Compute dot product of x source and x target
→ sigmoid function→ probability

3 Class Model:
Initialize: Create instances of GNN and Classifier;
Forward: Pass data through GNN to get node embeddings
→ use Classifier to compute similarity between node pairs
→ predictions

4 Function train model:
Initialize: Set device to GPU (if available) or CPU; move
model to device; create Adam optimizer; initialize loss his-
tory;
for each epoch from 1 to 100 do

5 Initialize total loss ← 0, total examples ← 0 for
each batch in train loader do

6 Zero out gradients Move batch data to device Get
predictions from model Get ground truth labels
Compute binary cross-entropy loss Perform back-
propagation Update model parameters Accumu-
late total loss and total examples

7 if epoch is a multiple of 10 then
8 Print current loss

9 return trained model and loss history

GNN Optimization: The performance of the GAT model
will be optimized through hyperparameter tuning and train-
ing on the annotated graph data. The model will be trained
to predict links (relationships) between nodes (entities)

within the graph. Optimization techniques such as neigh-
borhood sampling and vertex mini-batching have been pro-
posed to cope with GPUs’ limited memory capacity, but
these workarounds have drawbacks. They induce vast under-
utilization of the compute capacity, may degrade the net-
work accuracy, and induce significant overhead through ad-
ditional costly operations. Instead, a CPU can work with
full-batches without sampling for large graphs, enabling
wider and deeper network structures. Additionally, the GAT
model supports representation learning and node classifica-
tion for homogeneous graphs, with versions of the graph at-
tention layer that support both sparse and dense adjacency
matrices(Tong, Li, and Liu 2024).

Attention Mechanisms in GNN: The introduction of at-
tention mechanisms in GNNs, which have been brilliant in
the fields of natural language processing and computer vi-
sion, allows for adaptively selecting discriminative features
and automatically filtering noisy information. This has led
to significant advances in attention-based GNNs, which are
surveyed comprehensively in recent literature(Ying et al.
2021).

Fine-Tuning with Large Language Models
Fine-tuning large language models enhances their accuracy
and adaptability in specific domains while reducing training
costs and data requirements. This approach enables models
to handle domain-specific tasks more effectively and pro-
vides personalized solutions for research and applications.

Dataset Preparation for Fine-Tuning: To improve pre-
dictions, we will prepare a fine-tuning dataset that pairs
knowledge graph triples (e.g., [Disease, Symptom, Drug])
with textual descriptions. This enables large language mod-
els (LLMs) to understand the context of entities and relation-
ships within the medical domain(Parthasarathy et al. 2024).
The dataset will be carefully curated to include a wide range
of medical concepts and their interrelations, ensuring that
the LLMs can learn from a comprehensive set of examples.
This preparation is crucial for the model to grasp the nu-
ances of medical terminology and the specific contexts in
which these terms are used.

Fine-Tuning Process: We will fine-tune a pre-trained
LLM (e.g., GPT-based models) on the dataset. This will en-
hance the model’s ability to predict new relationships or an-
swer domain-specific queries. The LLM will generate new
insights or suggest potential treatment strategies based on
the knowledge graph’s context, thus contributing to the dis-
covery of new therapeutic avenues.

Experiments
Knowledge Graph Construction
The knowledge graph was constructed using the meth-
ods described in the ”Data Collection and Preprocessing”
subsection of the Methodology section. The knowledge
graph consists of nodes representing key medical entities
such as diseases, symptoms, treatments, and relationships
between these entities, such as ”Disease-Symptom” and
”Drug-Treatment.” To illustrate the structure of the knowl-



edge graph, a partial visualization is included in Figure 1.
The graph includes the following statistics:

Node Data:
• Total nodes: 924
• Unique node IDs: 308
• Duplicate node IDs: 616

Edge Data:
• Total edges: 326
• Unique source nodes: 102
• Unique target nodes: 247

Figure 1: Graph Structure Example

Model Comparison
To evaluate the effectiveness of the proposed approach,
we conducted comparative experiments against a baseline
model, StellarGraph, using standard evaluation metrics such
as AUC. Table 1 shows the performance comparison:

Model AUC
StellarGraph 0.5781
Proposed Model 0.6527

Table 1: AUC scores of the baseline and the proposed model.

The results demonstrate that the proposed model signifi-
cantly outperforms StellarGraph, showcasing the effective-
ness of integrating advanced graph attention mechanisms
into the knowledge graph construction process.

Case Analysis
To assess the practical utility of the model, we conducted
a detailed case analysis. One illustrative example involves
the relationship between familial non-medullary thyroid car-
cinoma (FNMTC) and second malignant neoplasm (SMN).
The baseline model, StellarGraph, erroneously interpreted
SMN as a gene, leading to outputs that overly emphasized
genetic mutations. By contrast, the proposed model correctly
captured the relationship and stated:

“FNMTC has a higher risk of SMN compared to spo-
radic NMTC.”

This result aligns with domain-specific medical knowl-
edge and highlights the robustness of the proposed model

in understanding nuanced medical relationships. Such im-
provements are critical for constructing clinically relevant
and reliable knowledge graphs.

Conclusion
Summary
This study presents an innovative approach to constructing
and utilizing a knowledge graph for thyroid disease diag-
nosis and analysis, incorporating advanced Graph Attention
Network (GAT) mechanisms. The proposed model demon-
strated a significant improvement over the baseline (Stellar-
Graph) in terms of performance metrics such as AUC, under-
scoring its effectiveness in capturing and representing com-
plex relationships within medical data.

Moreover, detailed case analyses revealed the model’s
robustness in understanding nuanced medical relationships
that traditional methods often misinterpret. The constructed
knowledge graph, enriched with detailed structures and
inter-entity relationships, provides a powerful resource for
understanding thyroid disease and its associated conditions.
It not only supports clinical decision-making but also fa-
cilitates further research by uncovering previously unrecog-
nized connections between entities.

Recommendations and Further Considerations
• Data Diversity and Quality

While PubMed is an excellent resource, it is essential to
ensure the diversity and quality of the data set. Incorpo-
rating additional sources, such as clinical trial databases
or medical textbooks, may help broaden the knowledge
base and fill potential gaps.

• Entity Resolution
When performing Named Entity Recognition (NER), at-
tention should be given to entity disambiguation, espe-
cially in cases where similar terms may refer to different
concepts (e.g., ”Thyroid cancer” vs. ”Cancer of the thy-
roid”). Using advanced techniques such as entity linking
can help resolve these ambiguities.

• Scalability and Efficiency
As the project progresses, it is important to consider the
scalability of the system. Fine-tuning LLMs and training
GNNs can be resource-intensive, so optimizing the com-
putational efficiency will be critical for handling large
datasets.

• Evaluation Metrics
Throughout the project, collaboration with medical do-
main experts is crucial to ensure the clinical relevance
of the extracted entities and relationships, as well as the
validity of the knowledge graph.

• Collaboration with Domain Experts
Engage with medical experts to ensure the clinical rele-
vance and validity of the extracted entities, relationships,
and the knowledge graph.

By following this pipeline and incorporating these recom-
mendations, the project has the potential to make significant
contributions to medical knowledge discovery, particularly
in the domain of thyroid cancer research.
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